An Efficient X-ray annotation removal Algorithm and cluster based segmentation for mammogram Images
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Abstract— Computer Aided Diagnosis (CAD) has drawn significant attention in the area of medical science as it has brought a paradigm shift in the areas of medical Imaging and Analysis and has a demonstrated potential for increasing survival rates by early detection of intangible malignant tumors and small lesions. A. Digitized Mammogram usually contains non resourceful information such as x-ray annotations, noise due to the presence of pectoral muscle in the vicinity of region of interest (ROI). This paper instigates in increasing the quality of evaluation data. This paper thus focuses on implementing clustering method for identifying suspected clusters in digitized mammograms taken from publicly available MIAS database after removal of unwanted noise, so that the proportion of true data exceeds that of false data. So CAD assistance with subjective analysis devises an effective method to eradicate human errors by providing a second opinion diagnosis and improve the accuracy and reduce false positive cases.

Index Terms— Clustering Method, Intensity Adjustment, Mammograms, Pectoral Muscle Removal, X-Ray Annotation Removal.

1 INTRODUCTION

Although Early detection is a key factor to the success of treatment process. Survey from National Cancer Institute’s, published by American cancer society [1] shows that there are nearly 100% of patients who have survived if diagnosed in the early stage of cancer that is Stage 0 and Stage I while the rate decreases to 73% incidence at stage II and nearly 22% if detected at stage IV. So the important part for radiologist and researchers has been diagnosing the cancer at the earlier stages. Breast Cancer has been the second most common cancer overall with Belgium having the highest rate of breast cancer, followed by Denmark and France. Breast cancer has also been observed in men, [3]. In 2011, 20,097 women and 2,078 men in the United States were diagnosed with breast cancer [4] and 40,931 women and 443 men died from breast cancer. So 0.3 per 100,000 and 21.5 per 100,000 deaths have been observed for men and women respectively. Though Survival rates for men are about the same as for women if diagnosed at similar stage, but generally, men are usually diagnosed at a later stage.

Mammography has been widely accepted method to screen breast cancer. Various observations are carried out by radiologist and it has been estimated that sensitivity of screening is about 75% [5]. The current methods adopted by different countries are ‘single reading by United States, and most of the European countries follow the double reading as their standard [6]. Studies have shown that breast cancer detection rate using single reading and double reading are same without computer assistance [6]. In a similar study subjects undergoing routine screening were randomly selected in England at three different centers and were assigned for single double readings. The double reading gave 87.7% and single reading gave around 87.2% which meant the approach with single reading and CAD involved would erase human errors. So CAD assistance with subjective analysis is an effective method to eradicate human errors by providing a second opinion diagnosis and improve the accuracy and reduce the false positive cases. High true positive rates can be achieved with the accuracy of image segmentation. As there cannot be a specific value set to measure the accuracy of segmentation, which iterates there would not be any guarantee for overall CAD systems. So if the segmentation accuracy can be termed into three categories with good, average and bad, where bad leads to high false positive cases it could lead to better a classification and sorting of relevant data. Catarius et al [7] proposed a method based on Catarius Segmentation which uses Fisher’s Linear Discriminant Analysis (LDA) and performs thresholding to categorize pixels inside the mass area and outside, the main ineffectiveness of this method was observed in low contrasted images where the algorithm counts background pixel as lesion. Sahiner et al [8] proposed a method based on transformation which is Rubber Band Straightening Transform (RBST), here features were derived but the draw back was the algorithm was vulnerable to noise if the borders were not defined. Sethian [9] proposed a method based on marching method which is related to active contour models which is one of the most popular method for medical image analysis but this method produced results which were less effective due to the noisy nature of mammogram images. Leventon et al [10] proposed a method based on Principal Component Analysis (PCA) which is based on shape priors. But the algorithm fails to make an impact because lesions or tumors do not have a predefined shape.

---

¹ Working as Associate Professor in Department of MCA at Krishna Institute of Engineering and Technology Ghusijbad, Uttar Pradesh, India,
E-mail: rabinpanda@rediffmail.com

² Mirza Ashad Baig is currently pursuing his Btech at Babu Banarasi Das National Institute of Technology and Management, Lucknow.
E-mail: baigashad@gmail.com

³ Dr. Bijay Ketan Panigrahi is working as a Associate Professor in Department of Electrical Engineering at Indian Institute of Technology, Delhi, India.
E-mail: bkpanigrahi@ee.iitd.ac.in

⁴ Dr. Manas Ranjan Patro is Professor in Department of Computer Science at Berhampur University, Berhampur, India.
Email: rpatra12@gmail.com

---
Martins et al [11] proposed a method based on K-means algorithm for segmentation and Grey Level Co-Occurrence Matrix (GLCM) to describe the texture of segmented structures, the results showed high sensitivity towards false positive cases. In this study we propose a novel level set based on K-means Clustering method designed for identifying clusters in the mammogram image which would be suspected suspicion and the derived clusters will be trained so that their statistical features are derived, though this study concentrates more on removing the pectoral muscles and finding suspected clusters in the image lesions in digital mammograms.

2. Methodology

The proposed segmentation algorithm provides qualitative and quantitative results to its preceding method provided by Leonardo de Oliveira Martins et al. as it allows the user to analyze all the suspected clusters. The first step is preparing the image database, for this work we have used publicly available MIAS database after which we adapt our segmentation algorithm. Before segmentation algorithms can be applied for the task, mammograms need to be pre-processed which includes pre-processing such as noise removal, artifact suppression if found any and the most important is pectoral muscle removal which has the major influence in ineffectiveness of segmentation. The methodology contains 4 components: A) Intensity Adjustment of the digitized Mammogram B) X-Ray Annotation removal C) Pectoral Muscle Removal D) Estimating clusters

The presented system algorithm is developed using Matlab®.

2.1 Intensity Adjustment:

The original image taken from the database has to be pre-processed before applying the segmentation algorithm. Figure 1(a) & (b) shows the original image and its contour by applying Seed Region Growing Algorithm (SRGA) [12] where it can be observed that pectoral muscles depicted in white intensity has to be removed inorder to give an effective area for cluster estimation. Image enhancement techniques has been employed before pectoral removal, where "improve" is defined objectively. Figure 2(a) shows the histogram of original Image and Figure 2(b) that of enhanced image.

2.2 X-ray annotation removal

The next most important step would be removing label which will be present on the x-ray data as an identification mark. As manual cropping of label is generally not appreciated so an effective label removal algorithm is necessary and as shown in figure 1(b) the intensity level of label area generally co-insides with the pectoral muscle. The implemented algorithm should be effective enough to differentiate between label and pectoral muscle. The Histogram equalized image is subjected to contrast adjustment and an adaptive thresholding method is applied where histogram and probabilities of each intensity level are computed and there weighted average is taken as shown in Eq(1) and then all possible thresholds from 1 to maximum intensity is taken as shown in Eq(2) and Eq(3) and desired threshold is obtained, then average threshold for two cases; one from the center of histogram to left and other from center to right of histogram is taken and then once thresholding is performed blobs present in image are identified. The largest blob is identified and morphology operation is performed. Only true pixel value covering largest blob area is retained and other features are discarded from original image to retain an image without annotation as shown in Figure 3.

\[ \sigma_{w}^2(t) = w_{1}(t) \sigma_{1}^2(t) + w_{2}(t) \sigma_{2}^2(t) \]  

(1)

where \(w_{1}(t)\) and \(w_{2}(t)\) are the weights of the two classes separated by a threshold \(t\) and \(\sigma_{1}^2\) and \(\sigma_{2}^2\) variances of these classes.

\[ w_{1}(t) = \sum_{0}^{t} p(i) \]  

(2)

Wile the class mean \(\mu_{1}(t)\) is:

\[ \mu_{1}(t) = \left[ \sum_{0}^{t} p(i) x(i) \right] / w_{1} \]  

(3)

where \(x(i)\) is the value at the center of the \(i\)th histogram bin.
2.3 Eliminating Pectoral muscle

First step towards eliminating pectoral muscle is finding whether the image is RMLO or LMLO and in case it is a Left oriented image we change the orientation towards right and align it properly then will help in removing pectoral muscle easier as pectoral muscles are homogenous and located on the left top. So first we determine the breast skin line. This knowledge of breast line and the location of pectoral muscles makes detection relatively easier. Mostly pectoral muscles in the intensity scale of bright to dark fall into the range of bright pixels. So pectoral muscles which are brighter are usually easier to be distinguished. The first step is to determine the region of interest which is finding the breast outline which is determined by the change in variation from white pixel to black pixel where pectoral muscle is situated. Outline will be seen of two kinds one is curved and other is straight. Filling the region inside it with maximum intensity values will define the exact area to be used for segmentation, for the k-means algorithm. So once the ROI is defined, for initial thresholding we divide mean intensity value of the ROI with 1.5. the important consideration here is there should not be any back ground pixels which in other words means that mean value is the actual mean value of the breast tissue which includes pectoral muscle. Once we have found the mean value based on the fact that the pectoral muscles have a brighter intensity value the mean value is subtracted from max value and also from minimum value to get two sets of thresholds which is used to detect pectoral muscle.

2.4 Estimating clusters

Clustering algorithms works on the principle that if region or pixel belongs to one object then an interactive method is performed which decides if each neighboring pixel belongs to the same object or not by which clusters are formed. As per the cancerous tumor tissue the neighboring tissue properties are generally the same and hence there pixel properties would also be similar. The method is clustering of all objects into small distinct groups centroids are defined, for each group. A property region for each centroid is defined which has a set of similar areas. This process will be a interactive process where each group is recalculated to minimize functions which is calculate by equation (4).

\[ J = \sum_{i} \sum_{j} \left| x_{i}^{(j)} - c_{j} \right|^{2} \]  

(4)

Where there are k clusters in \( x_{i} \) and \( j = 1,2,3...k \) and \( c_{j} \) is the centroid of all the points. The algorithm for First we Compute the intensity variation by histogram method using MATLAB’s inbuilt function, then centroids with k random intensities are initialized using equation (5) and steps are repeated until the cluster labels of image does not vary. Then finally we cluster the points based on the distance from centroid from equation (6).
\[ C' = \arg \min_j \| x^{(i)} - \zeta_j \|^2 \]  
\[ \zeta_j = \frac{\sum_{i=1}^{m} 1\{c_i = j\} x^i}{\sum_{i=1}^{m} 1\{c_i = j\}} \] 

Where \( k \) is the parameter of the algorithm (the number of clusters to be found), \( j \) iterates over the all intensities, \( j \) iterates over all the centroids and are the centroid intensities.

3. RESULTS AND DISCUSSIONS

Finding an automated algorithm capable of segmenting the breast region in mammograms has proven to be a difficult task. We have approached the problem from a morphological image processing and cluster segmentation method perspective. There are two key contributions of the work presented in this paper the first of these is a fully automated segmentation to remove x-ray annotation and pectoral muscles where the algorithm has been tested for different type of background like fatty and fatty-glandular. The stages of pectoral removal is shown in Figure 4.

The second contribution is of the cluster algorithm for finding clusters. This algorithm has been tested using mammogram images on different class of abnormality present that is calcification circumscribed masses, speculated masses, architectural distorted data for testing the performance of cluster algorithm. The algorithm was tested on 36 data sets from the MIAS database where as the results for one of the image is shown in Figure 5. Some of the sets contained more than one possible mass region. In the 36 images there were 39 possible mass regions. The algorithm was able to indicated 100% efficiency for x-ray annotation and 34 of 36 sets that is 94.4 efficiency was observed for pectoral muscle segmentation and cluster algorithm gave an efficiency of 32 against 36 test data bringing an efficiency of 88.9.
4. CONCLUSION

Discarding pectoral muscles, removing x-ray annotation and segmenting the digitized mammogram for further feature extraction is the first step presented in this paper. The results obtained are comparable and this work is the initial part of the CAD system where future work will involve extracting textural features from the segmented image and then training the classifier to make an automated detection system for normal, benign or malignant and creating a window for Double reading through CAD system.

The efficiency of the segmentation algorithm depends on how well the pectoral muscles are eliminated. Figure 4 depicts different stages of pectoral muscle removal. According to our results, the proposed-segmentation method provides acceptable level of segmentation accuracy with an overall accuracy of 86.85%, offering a highly accurate segmentation stage for a CAD system. The developed segmentation method can be applied for treatment planning and disease cause detection.

Figure 4: Stages of pectoral muscle removal (a) detecting boundary (b) finding the inside region (c) finding the pectoral muscle (d) Output image after removing pectoral muscle

Figure 5: CLUSTER OUTPUT (a) Input Image (b) clustered image (c) Resulting Image with inverted output
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