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Abstract- Breast cancer is an occurrence of malignant neoplasm within human female breast tissue. Breast cancer is the most prominent 
known killer of women between the ages of 35 and 54 and males are also sometimes diagnosed with breast cancer. Effective diagnosis of 
breast cancer remains a major challenge and early diagnosis is extremely important in helping prevent the most serious manifestations of 
the disease. In this paper a hybrid system is proposed to early and accurate breast cancer detection. The proposed system is based on 
association rules (AR) and support vector machine (SVM). In the proposed method, AR is used for reducing the dimension of breast cancer 
database and SVM is used for intelligent classification. This has been confirmed Gaussian radial basis function (GRBF) has better 
performance among other kernel functions. In SVM with GRBF kernel function, the kernel width has very important roles for its accuracy. 
For this purpose, we used particle swarm optimization (PSO) algorithm to find the optimal value of kernel width. To evaluate the 
performance of proposed hybrid system (AR+SVM+PSO), we used Wisconsin breast cancer database (WBCD). The simulation results 
show that the proposed system has excellent performance in breast cancer detection. 

Index Terms— Breast cancer, kernel function, SBM, PSO, kernel function. 

——————————      —————————— 

1 INTRODUCTION                                                                     
reast cancer is the most common cancer and cause of can-
cer death in women in the world [1]. It also leads in terms 
of numbers and complexity of available treatment options 

resulting in decision making difficulties regarding the most 
appropriate treatment choice [2]. Methods have been devel-
oped to assist in predicting outcome and to support clinical 
decision making in breast cancer management. It is confirmed 
that the early detection and accurate diagnosis of this disease 
can ensure a long survival of the patients [3].  

Breast cancer is the abnormal growth of cells occurring in 
breast tissue. The term “breast cancer” refers to a malignant 
tumor that either begins in the cells of the lobules, which are 
the milk- producing glands, or the ducts, the passages that 
drain milk from the lobules to the nipple. Less commonly, 
breast cancer can begin in the stromal tissues, which include 
the fatty and fibrous connective tissues of the breast [4]. 

Mammography is a specific type of breast imaging that us-
es low-dose x-rays to detect cancer early – before women ex-
perience symptoms – when it is most treatable. Mammograms 
can be used to check for breast cancer in women who have no 
signs or symptoms of the disease. Screening mammograms 
usually involve two x-ray pictures, or images, of each breast. 
The x-ray images make it possible to detect tumors that cannot 
be felt. Screening mammograms can also find micro calcifica-
tions (tiny deposits of calcium) that sometimes indicate the 
presence of breast cancer [5, 6]. 

Mammograms can also be used to check for breast cancer 
after a lump or other sign or symptom of the disease has been 
found. Besides a lump, signs of breast cancer can include 
breast pain, thickening of the skin of the breast, nipple dis-
charge, or a change in breast size or shape; however, these 
signs may also be signs of benign conditions. A diagnostic 
mammogram can also be used to evaluate changes found dur-

ing a screening mammogram or to view breast tissue when it 
is difficult to obtain a screening mammogram because of spe-
cial circumstances, such as the presence of breast implants [7].  

It is still challenging for radiologists to differentiate be-
tween benign and malignant tumors. Many investigators be-
lieve that automation of mammogram screening analysis in-
creases the rate of early detection. Recently, a number of 
methods have been applied to automatically identify breast 
lesions. In [8] a fuzzy rule-based method has been proposed to 
characterize the shape of nodules in mammograms. In [9], 
three distinct regions in mammograms are compared: i) re-
gions containing tumors; ii) regions containing calcifications 
and iii) regions containing no injuries. Then authors have pro-
posed a fuzzy inference system based on the intensity of the 
pixels in above three regions to determine presence and type 
of lesion (i.e. tumor or calcification). Although this technique 
provides better interpretation ability, but it suffers from the 
computational complexity associated with handling a large 
number of initially generated inappropriate and sometimes 
inaccurate rules [10].  

In [11] author used 10-fold cross-validation with C4.5 deci-
sion tree method and achieved acceptable classification accu-
racy. In [12] authors used RIAC method to breast cancer diag-
nosis.  In [13] authors used artificial immune recognition sys-
tem (AIRS) and fuzzy resource allocation mechanism. Simula-
tion results show that this method has good accuracy. 

Artificial Neural Networks (ANNs) have been widely used 
to solve the above problems in several researches [14],[15]. In 
[14] authors proposed a new, genetically optimized neural 
network algorithm, for solving breast cancer classification. The 
proposed method was experimented and compared with the 
classical ANN applied to the WBCD database. The simulation 
results show that the optimization of neural network can im-
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prove the recognition accuracy significantly. In [15], five dif-
ferent classifiers including SVM, probabilistic neural network, 
recurrent neural network, combined neural network and Mul-
tilayer Perceptron neural networks, were applied and simula-
tions reveal that SVM has better performance compared with 
other classifiers.  

Neural networks offer a number of advantages, including 
requiring less formal statistical training, ability to implicitly 
detect complex nonlinear relationships between dependent 
and independent variables, ability to detect all possible inter-
actions between predictor variables, and the availability of 
multiple training algorithms. One disadvantage with neural 
network is the difficulty in understanding how a particular 
classification decision has been reached and also in determin-
ing the details of how a given pattern resembles with a partic-
ular class. In addition, there is no systematic way to select the 
topology and architecture of a neural network. In general, this 
has to be found empirically, which can be time consuming 
[16].  

Based on the published papers, there exist some important 
issues in the design of automatic breast cancer recognition 
system which if suitably addressed, lead to the development 
of more efficient recognizers. One of these issues is the selec-
tion of the features. The better selection of features usually 
results in higher retrieval accuracy. In this paper, AR tech-
nique is used as feature selection technique. AR learning is a 
powerful and well researched method for discovering interest-
ing relations between variables in large databases. It is intend-
ed to identify strong rules discovered in databases using dif-
ferent measures of interestingness [17]. Another issue is relat-
ed to the choice of the classification approach to be adopted. 
The developed system uses SVM for recognition. In SVM with 
GRBF kernel function, the kernel width has very important 
roles for its accuracy. For this purpose, we used PSO algo-
rithm to find the optimal value of kernel width. 

The details of proposed method are presented in the next 
sections. The second section describes the needed concepts 
including feature selection technique, classifier and optimiza-
tion algorithm. The details of proposed method are presented 
in third section. The WBCD is described in forth section. The 
simulation results are presented in fifth section and finally the 
six section concludes the paper. 

 
 

2. Needed concepts 
2.1 Feature selection technique  

The formal statement of association rule mining problem 
was firstly stated in [18] by Agrawal. Let be a set of m distinct 
attributes, T be transaction that contains a set of items such 
that T⊆ I, D be a database with different transaction records 
Ts. An association rule is an implication in the form of X⇒Y, 
where X, Y⊂I are sets of items called item sets, and X∩Y =∅. X 
is called antecedent while Y is called consequent, the rule 
means X implies Y. 

There are two important basic measures for association 
rules, support(s) and confidence(c). 1 2, ,...., mI I I I= Since the 
database is large and users concern about only those frequent-
ly purchased items, usually thresholds of support and confi-

dence are pre-defined by users to drop those rules that are not 
so interesting or useful. The two thresholds are called minimal 
support and minimal confidence respectively, additional con-
straints of interesting rules also can be specified by the users. 
The two basic parameters of Association Rule Mining (ARM) 
are: support and confidence. 

Support(s) of an association rule is defined as the percent-
age / fraction of records that contain X ∪Y to the total number 
of records in the database. The count for each item is increased 
by one every time the item is encountered in different transac-
tion T in database D during the scanning process. It means the 
support count does not take the quantity of the item into ac-
count. For example in a transaction a customer buys three bot-
tles of beers but we only increase the support count number of 
Beer by one, in another word if a transaction contains an item 
then the support count of this item is increased by one. Sup-
port (s) is calculated by the following formula: 
 

     
 ( )      

     

Support count of XY
Support XY

Total number of transaction in D
=                (1)  

From the definition we can see, support of an item is a sta-
tistical significance of an association rule. Suppose the support 
of an item is 0.1%, it means only 0.1 percent of the transaction 
contain purchasing of this item. The retailer will not pay much 
attention to such kind of items that are not bought so frequent-
ly, obviously a high support is desired for more interesting 
association rules. Before the mining process, users can specify 
the minimum support as a threshold, which means they are 
only interested in certain association rules that are generated 
from those item sets whose supports exceed that threshold. 
However, sometimes even the item sets are not so frequent as 
defined by the threshold, the association rules generated from 
them are still important. For example in the supermarket some 
items are very expensive, consequently they are not purchased 
so often as the threshold required, but association rules be-
tween those expensive items are as important as other fre-
quently bought items to the retailer. 

Confidence of an association rule is defined as the percent-
age/fraction of the number of transactions that contain X∪Y to 
the total number of records that contain X, where if the per-
centage exceeds the threshold of confidence an interesting 
association rule X⇒Y can be generated. 

Support (XY)
Confidence (X Y ) =           

Support (X)
                                  (2) 

Confidence is a measure of strength of the association 
rules, suppose the confidence of the association rule X⇒Y is 
80%, it means that 80% of the transactions that contain X also 
contain Y together, similarly to ensure the interestingness of the 
rules specified minimum confidence is also pre-defined by users. 
Association rule mining is to find out association rules that satis-
fy the pre-defined minimum support and confidence from a given 
database [19]. The problem is usually decomposed into two sub-
problems. One is to find those item sets whose occurrences ex-
ceed a predefined threshold in the database, those item sets are 
called frequent or large item sets. The second problem is to gen-
erate association rules from those large item sets with the con-
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straints of minimal confidence. Suppose one of the large item sets 
is { }k, 1, 2, ... , k-1, kL Lk = I I I I , association rules with this item sets are 
generated in the following way: the first rule 
is{ } { }1, 2, k-1 kI I ... , I   I⇒ , by checking the confidence this rule can be 

determined as interesting or not. Then other rule are generated by 
deleting the last items in the antecedent and inserting it to the 
consequent, further the confidences of the new rules are checked 
to determine the interestingness of them. Those processes iterated 
until the antecedent becomes empty. Since the second sub prob-
lem is quite straight forward, most of the researches focus on the 
first sub problem. More details regarding the AR can be found in 
[18]. 

2.2. Classifier 
The basic idea of SVM is to transform the data to a higher di-
mensional feature space and find the optimal hyper plane in the 
space that maximizes the margin between the two classes. Con-
sider a training data set ( ) ( ) ( ){ }1 1 2 2 M Mx ,y , x ,y ,... x ,y , 

i=1,2,…,M where M is the total number of training vectors, is the 
ith d-dimensional input vector, and { }iy 1,-1∈ is known target. 
The training of SVM involves the solution of the following quad-
ratic optimization problem: 

1

i

1                        
2

Subject to y ( ( ) ) 1   ,       0                

M
T

i
i

T
i i i

Minimize W W C

W x b

ξ

φ ξ ξ
=

+

+ ≥ − ≥

∑  

Where iξ  are slack variables, measuring the degree of mis-
classification of the sample ix , C is the error penalty factor, pe-
nalizing the non-zero iξ , the bias b is a scalar, representing the 
bias of the hyper plane, w is the vector of hyper plane coeffi-
cients, defining a direction perpendicular to the hyper plane, the 

index i labels the M training cases, and the map function φ  is a 
transformation to map the input vectors into a high-dimensional 
feature space (see Fig. 1). The optimization problem becomes a 
trade-off between the margin maximization and training errors 
minimization. 

 

 
 
Fig. 1. A geometric interpretation of the classification of SVM for data set with 
two classes. 

 

In particular, if the data are perfectly linearly separable, 
then iξ =0 , and the separating hyper plane that creates the maxi-
mum distance between the plane and the nearest data (i.e., the 
maximum- margin equals -2w ) is the optimal separating hyper 
plane. To solve non-linear classification tasks, a mapping func-
tion is usually employed to map the training samples from the 
input space into a higher-dimensional feature space. This allows 
the SVM to fit the maximum-margin hyper plane in the trans-
formed feature space. Any function that satisfies Mercer’s theo-
rem [20] can be used as a kernel function. In the proposed meth-
od we used GRBF as SVM kernel function: 
  
 2

i i i iGRBG : K(x , y ) = exp(-g x - y )   

2.3. Optimization algorithm 
The basic operational principle of the particle swarm is remi-

niscent of the behavior of a group, for example, a flock of birds 
or school of fish, or the social behavior of a group of people. 
Each individual flies in the search space with a velocity which is 
dynamically adjusted according to its own flying experience and 
its companions' flying experience, instead of using evolutionary 
operators to manipulate the individuals like in other evolutionary 
computational algorithms. Each individual is considered as a vol-
ume-less particle (a point) in the N-dimensional search space. At 
time step t, the ith particle is represented 
as: ( ) ( ( ), ( ),...., ( ))1 2X t x t x t x ti i i iN= .The set of positions of m particles in 
a multidimensional space is identified as 

{ },...., ,...., ,....,1X X X X Xj l m= .The best previous position (the position 

giving the best fitness value) of the ith particle is recorded and 
represented as ( ) ( , ,....., )1 2P t p p pi i i iN= . The index of the best par-
ticle among all the particles in the population (global model) is 
represented by the symbol g. The index of the best particle 
among all the particles in a defined topological neighborhood 
(local model) is represented by the index subscript l . The rate of 
movement of the position (velocity) for particle i  at the time 
step t  is represented as ( ) ( ( ), ( ), ...., ( ))1 2V t v t v t v ti iNi i= .The parti-
cle variables are manipulated according to the following equation 
[21]): 

( ) ( 1) 1(.) ( ( 1))1

2(.) ( ( 1))2

( ) ( 1) ( )                           

v t w v t c rand p x tin i in in in

c rand p x tgn in

x t x t v tin in in

= ∗ − + ∗ ∗ − − +

∗ ∗ − −

= − +

         

Where n is the dimension. 1(1 ),n N c≤ ≤  and c2 are positive 
constants, rand1(.) and rand2(.) are two random functions in the 
range [0,1], and w is the inertia weight. For the neighborhood 
( )lbest  model, the only change is to substitute lnp  for  gnp  in 

the equation for velocity. This equation in the global model is 
used to calculate a particle's new velocity according to its previ-
ous velocity and the distance of its current position from its own 
best experience ( )pbest and the group's best experience ( )gbest . 
The local model calculation is identical, except that the neighbor-

(3) 

(4) 

(5) 

(6) 
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hood's best experience is used instead of the group's best experi-
ence. Particle swarm optimization has been used for approaches 
that can be used across a wide range of applications, as well as 
for specific applications focused on a specific requirement. Its 
attractiveness over many other optimization algorithms relies in 
its relative simplicity because only a few parameters need to be 
adjusted. 
 

3. Proposed method 
In this paper an intelligent system is proposed for breast can-
cer tumor type recognition. This system consists of three-
stages: feature selection stage, classifier stage and optimization 
stage. The main structure of proposed system is shown in fig-
ure 2.  
Feature selection techniques are used for three reasons: 
1) Simplification of models to make them easier to interpret by 
researchers/ users [18]. 
2) Shorter training times. 
3) Enhanced generalization by reducing over fitting [18] (for-
mally, reduction of variance [18]). 
 

 
Fig 2. The main structure of proposed system 

 
In the first stage, the input feature vector dimension is re-
duced and effective features selected by using AR techniques. 
This provides elimination of unnecessary data. In the second 
stage, classifier uses these inputs and classifies the breast can-
cer data. In classifier stage, we used SVM. As mentioned, 
GRBF has better performance among other kernel functions. In 

SVM with GRBF kernel function, the kernel width (γ ) has 
very important roles for its accuracy. For this purpose, we 

used PSO algorithm to find the optimal value ofγ . 

4. WBCD 
Breast cancer is the most common cancer among women; ex-
cluding non melanoma skin cancers. This cancer affects one in 
eight women during their lives. It occurs in both men and 
women, although male breast cancer is rare. Breast cancer is a 
malignant tumor that has developed from cells of the breast. 
Although scientists know some of the risk factors (e.g. ageing, 
genetic risk factors, family history, menstrual periods, not hav-
ing children, obesity) that increase a woman’s chance of de-
veloping breast cancer, they do not yet know what causes 
most breast cancers or exactly how some of these risk factors 
cause cells to become cancerous. Research is under way to 

learn more and scientists are making great progress in under-
standing how certain changes in DNA can cause normal breast 
cells to become cancerous [22]. In this study, the WBCD was 
used and analyzed. They have been collected by Dr. William 
H. Wolberg (1989–1991) at the University of Wisconsin–
Madison Hospitals. There are 699 records in this database. 
Each record in the database has nine attributes. The nine at-
tributes detailed in Table 1 are graded on an interval scale 
from a normal state of 1–10, with 10 being the most abnormal 
state. In this database, 458 (65.5%) records are benign and 241 
(34.5%) records are malignant [22]. 

TABLE 1. WBCD DESCRIPTION OF ATTRIBUTES 
 Attribute 

Description 
Value of 
attributes 

Mean Standard deviation 
Benign Malignant Benign Malignant 

1 Clump thick-
ness 1- 10 2.956 7.195 1.674 2.429 

2 Uniformity of 
cell Size 1- 10 1.325 6.573 0.908 2.720 

3 Uniformity of 
cell Shape 1- 10 1.443 6.560 0.998 2.562 

4 Marginal 
adhesion 1- 10 1.365 5.548 0.997 3.210 

5 Single epitheli-
al cell Size 1- 10 2.120 5.299 0.917 2.452 

6 Bare nuclei 1- 10 1.413 7.593 1.218 3.126 

7 Bland chroma-
tin 1- 10 2.100 5.979 1.080 2.274 

8 Normal nucleo-
li 1- 10 1.290 5.863 1.059 3.351 

9 Mitoses 1- 10 1.063 2.589 0.502 2.558 

 

5. SIMULATION RESULTS 
In this section we test the performance of proposed system. 
The computational experiments for this section were done on 
Intel core i7 with 8 GB RAM using Dell computer. The com-
puter program was performed on MATLAB (version R2012) 
environment. In order to compare the accuracy of proposed 
system, the k-fold cross validation technique is used. The k-
fold cross validation technique was employed in the experi-
ments, with k=10. The data set was thus divided into 10 por-
tions, with each part of the data sharing the same proportion 
of each class of data. 9 data portion were used in the learning 
phase, while the remaining part was applied in test phase. The 
SVM-training methods were run 10 times to permit each part 
of the data to take turn as a testing data. The recognition accu-
racy rate is computed by summing the individual accuracy 
rate for each run of testing, and then dividing of the total by 
10. All the obtained results are the average of 50 independent 
runs. The objective of the proposed method is to classify a tu-
mor as either benign or malignant based on cell descriptions 
gathered by microscopic examination. As mentioned, in this 
study we had performed our experiment on WBCD database 
taken from UCI Machine Learning repository [22].  

5.1. Performance of non-optimized SVM with row data  
First we have evaluated the performance of the recognizer 
without optimization. The obtained results are listed in table 2. 
This table represents the SVM performance with row data. 
Also, the value of kernel function width is selected based in 
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trial and error. For this purpose we tested various values ofγ . 
It can be seen that there is no linear relation between the value 

of γ  and performance of SVM.  
TABLE 2. THE PERFORMANCE OF NON-OPTIMIZED SVM WITH ROW DATA 

Accuracy (%) γ  Accuracy (%) γ  
95.43 5.5 96.53 0.5 
95.32 6 96.25 1 
94.65 6.5 94.65 1.5 
95.66 7 96.37 2 
94.27 7.5 95.23 2.5 
95.87 8 94.18 3 
94.77 8.5 94.36 3.5 
95.87 9 93.76 4 
95.54 9.5 95.76 4.5 
95.28 10 96.03 5 

 

5.2. Performance of non-optimized SVM with selected 
features  

In next experiment, AR is applied to reduce the feature space. 
AR is a method to find the associations and/or relationships 
among items in large databases. So, we can use it to detect 
relations among inputs of any system and later eliminate some 
unnecessary inputs. We propose two different techniques to 
eliminate inputs. These are named as AR1 and AR2, respec-
tively. 
The AR1 technique uses all input parameters and their all rec-
ords to find relations among the input parameters. If we find 
rules that have enough support value and high confidence 
value, than we can eliminate some inputs thanks to these 
rules. In the AR form ( )X Y⇒  item set also depend on X item 
set. Thus, we can eliminate all items in Y item set. So, these are 
not necessary to use in SVM inputs.  
Especially, we can use AR2 with classification problems. AR2 
uses all input parameters but not all their records. We find 
only large item sets for every class. All items in these large 
item sets are most important items to classification. Thus, we 
can only use these items to classify all data. If an item of large 
item set of any class is large in other classes and it has differ-
ent value, this item must be used as SVM inputs. 
In this study, we used AR1 and AR2 to reduce the number of 
SVM inputs for breast cancer detection problem. We eliminat-
ed only one input parameter of SVM By using AR1 technique. 
Because, one of the rules is:  

:  1-3-8-9 2

:  1-1-1-1 1     Confidence is 100%

Input

Value

⇒

⇒
 

According to this rule; if the value of 1st, 3rd, 8th and 9th in-
put parameters are 1, the value of 2nd input parameter is 1. 
Then it says that 2nd input already depend on others. So we 
did not use 
2nd input parameter in SVM input. 
WBCD has two classes. These are benign and malignant clas-
ses. Using AR2, we found large item sets of benign and malig-
nant classes given as follows: 

Input: 2-8-9 
Value: 1-1-1 (large item sets for benign class) 
Input: 6 
Value: 10 (large item for malignant class) 
According to this large item set, we can say that 2nd, 8th and 
9th input parameters already can define benign class and 6th 
input parameter can define malignant class. These parameters 
are the most important parameters for breast cancer detection 
problems. So, we only used these inputs in SVM.  
The performance of non-optimized with selected features is 
listed in tables 3 and 4. It can be seen that the feature selection 
has positive effect on SVM performance.  

TABLE 3. THE PERFORMANCE OF NON-OPTIMIZED SVM WITH SELECTED FEA-
TURES (AR1) 

Accuracy (%) γ  Accuracy (%) γ  
97.96 5.5 98.42 0.5 
98.27 6 98.25 1 
97.88 6.5 98.54 1.5 
98.37 7 97.68 2 
98.17 7.5 98.35 2.5 
98.43 8 98.58 3 
97.94 8.5 98.37 3.5 
98.25 9 98.36 4 
98.17 9.5 98.25 4.5 
98.27 10 97.28 5 

 
TABLE 4. THE PERFORMANCE OF NON-OPTIMIZED SVM WITH SELECTED 

FEATURES (AR2) 
Accuracy (%) γ  Accuracy (%) γ  

97.56 5.5 97.87 0.5 
97.85 6 98.03 1 
97.81 6.5 97.85 1.5 
98.04 7 98.15 2 
97.94 7.5 97.76 2.5 
97.85 8 98.03 3 
97.79 8.5 98.04 3.5 
97.58 9 97.94 4 
98.02 9.5 98.11 4.5 
97.96 10 97.85 5 

 

5.3. Performance of proposed method 
In this experiment, the performance of proposed method is 
evaluated. For this purpose, we used selected features by AR1 
and AR2 as input of optimized SVM. In the optimized SVM, 
the value of kernel function width is selected by PSO. In the 
PSO, there are several coefficients whose values can be adjust-
ed to produce a better rate of convergence. The constants 

 and 1 2c c represent the weighting of the stochastic acceleration 
terms that pull each particle toward the pbest and gbest  posi-
tions. Thus, adjustment of these constants changes the amount 
of `tension' in the system. Low values allow particles to roam 
far from target regions before being tugged back, while high 
values result in abrupt movement toward, or past, target re-
gions. The inertia weight w  controls the impact of the previ-
ous histories of velocities on the current velocity, thus influ-
encing the trade-off between global (wide-ranging) and local 
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(nearby) exploration abilities of the `flying points' [21]. Table 5 
shows the coefficient values in the PSO algorithm. 
 

TABLE 5. COEFFICIENT VALUES IN THE PSO ALGORITHM 

Number of particles 20 
Acceleration constant 3 

Maximum velocity 6 
Maximum number of iterations 50 
Size of the local neighborhood 2 

Constants  1 2c c=  1.8 

 
The obtained results using proposed system are listed in table 
6. It can be seen that the optimization of SVM parameter can 
increase the classification accuracy rate. 
 

TABLE 4. THE PERFORMANCE OF NON-OPTIMIZED SVM WITH SELECTED 
FEATURES (AR2) 

Accuracy (%) γ  Input 
97.60 1.43 WBCD 
99.14 0.29 AR1 
98.96 0.67 AR2 

 

5.4. Comparison and discussion 
For comparison purposes, table 7 gives the classification accu-
racies of our method and previous methods applied to the 
same database. As can be seen from the results, proposed 
method obtains excellent classification accuracy. 
 

TABLE 7. CLASSIFICATION ACCURACIES OBTAINED WITH PROPOSED METH-
OD AND OTHER CLASSIFIERS FROM LITERATURE. 

Ref. no year Method RA (%) 
[11] 1996 C4.5 94.74 
[12] 1996 RAIC 95.00 
[23] 1996 LDA 96.80 
[24] 1999 NEF CLASS 95.06 
[25] 1999 Fuzzy-GA1 97.36 
[26] 2000 Neuro- rule 2a 98.10 
[27] 2003 SFC 95.57 
[28] 2007 LLS 96.00 
[17] 2009 AR+NN 97.40 

This study 2015 AR+SVM+PSO 99.14 

 

5. CONCLUSION 
One in every eight women is susceptible to breast cancer, at 
some point of time in her life. Early detection and effective 
treatment is the only rescue to reduce breast cancer mortality. 
Accurate classification of a breast cancer tumor is an im-
portant task in medical diagnosis. In this study we proposed 
an accurate system to early breast cancer recognition. In first 
step, non-optimized SVM is applied to WBCD. The SVM with 

2γ =  led to 96.37% recognition accuracy. In next step, we 
applied AR technique to select the best features. The obtained 
results show that the application of feature selection algorithm 
can enhance the recognition accuracy. Finally we used PSO to 
find the best value of kernel function parameter. The opti-
mized SVM with selected features led to 99.14% accuracy. The 
proposed system has high recognition accuracy and therefore 
we recommend the proposed system to breast cancer tumor 
type recognition. 
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